Dimension reduction in a model of random set
given by union of interacting discs
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Abstract

Consider a planar random set observed in a bounded window W C R?2.
The set is given by a union of randomly scattered interacting discs with
random radii and described by a density fyp(x) of any finite configuration
x = (21, ..., 2, ) of the discs x1, ..., x,, with respect to the probability measure
of a stationary random-disc Boolean model. The density is of the form

fo(x) = exp{f - T(Ux)}’

Co

where T'(Uyx) is a k-dimensional vector of geometrical characteristics of the union
Ux composed of the discs from the configuration x, 6 = (01,...,60y) is a vec-
tor of parameters, - denotes the inner product and ¢y is a normalizing con-
stant.

This process with 0 = (01,...,0s) and T' = (A, L, X, Nn, Nig, Npy), where
A denotes the area, L the perimeter, y the Euler-Poincare characteristic, Ny,
the number of holes, N;; the number of isolated discs and Ny, the number
of boundary vertices was studied in [1] and consequently fitted to real data
in [2], where the parameters were estimated by maximum likelihood method
using MCMC simulations (MCMC MLE). However, this method appeared
to be very time-consuming, mainly because of looking for the best estimate
6 of the parameter 6 in the space of high dimension k.

This contribution concerns different methods for reduction of dimension
of the vector T' (and accordingly of the vector §) and consequent statis-
tical inference of the reduced model. More precisely, it will be described



how to use main components method and sliced inverse regression method
with different ways of slicing data to obtain a new vector 7', which supports
the same information about the set as the vector T', but its dimension is
lower. Then, estimation of new parameters by MCMC MLE and checking
the accordance of the model to data will be shown.
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